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WHAT IS CLASSICAL MOLECULAR DYNAMICS 
(MD)?

Classical MD is a way to simulate the behavior of explicit 
particles, including atoms, ions, and vastly more complex 
materials.
Particles interact via relatively simple analytical potential 

energy functions.
From the potential energy, we compute forces, torques and 

integrate Newton’s equations
Can treat millions of particles (especially new parallel GPU-

based codes)
Usually obtains dynamics on the order of nanosecond (full 

atom), microsecond (coarse-grained), or second (very 
coarse-grained)
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“MECHANICAL” MODELS
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COMPUTERS MAKE THIS EASIER!
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WHY DO WE WANT TO CONDUCT MOLECULAR 
SIMULATIONS?

1. To predict properties of (new) materials
2. To understand phenomena at a molecular level
3. To model known phenomena?

Why would we model the 
melting point of water?

Do this to test models and methods. 
[Verification and Validation!]
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CONNECTION TO EXPERIMENTS
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Adapted from Allen and Tildesley, 
“Computer Simulation of Liquids”



PHASE SPACE
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State vector or system point in a constant-volume system 
is defined as

“6𝑁𝑁”-dimensional set Ω from which 𝚵𝚵 takes a value is 
called the phase space of the system

A point 𝚵𝚵 in  Ω is a microstate of the system.

If 𝚵𝚵 is known at any time, it is completely determined for 
all other times (past and present) through the classical 
equations of motion.
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MD ALGORITHMS

An MD simulation generates a connected trajectory of points 
in phase space.
The motion is given by Hamilton’s equations (which are 

essentially Newton’s equations)
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MICROSTATES, MACROSTATES AND 
ENSEMBLES
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Systems with different microstates may exist at the same 
thermodynamic state.

Example: Many different sets of (𝒙𝒙; 𝒑𝒑) can be at 
the same temperature and volume.

A thermodynamic state is a collection of many different 
microstates.
• Identical in composition and at the same “macrostate”
• Gibbs called this collection an “ensemble”; 𝑁𝑁𝑁𝑁𝑁𝑁 is 

natural for MD
• “macrostate” has a definition in terms of statistical labels 

as well, we will come back to this for “advanced 
sampling”
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OBSERVATION: COMPUTING AVERAGES IN 
MOLECULAR SIMULATIONS
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To compute the average of a quantity f, you can:

1. Observe a single trajectory 𝚵𝚵(t) as it passes through 
phase space Ω, and compute 𝑓𝑓 𝑡𝑡 = 𝜏𝜏−1 ∫ 𝑓𝑓 𝑡𝑡 𝑑𝑑𝑡𝑡. 
This is how molecular dynamics (MD) works. 

2. Take snapshots of the constant energy hypersurface 
Γ = 𝚵𝚵 ∈ Ω 𝐻𝐻 𝚵𝚵 = 𝑁𝑁} at various times and compute
𝑓𝑓 𝑁𝑁𝑁𝑁𝑁𝑁 = 1

𝑁𝑁
∑𝑖𝑖 𝑓𝑓(𝚵𝚵𝑖𝑖). This is the principle behind 

Monte Carlo (MC). 
Ergodic hypothesis: both methods are equivalent.

For swift sampling, we’ll make use of both!
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NVE? SURE, THE UNIVERSE IS CONSTANT-
ENERGY…
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…but most systems of interest are not studied this way. 

Why not?

• The Universe is isolated, but most systems have 
thermal contact with others, through which energy 
may be exchanged.

• Systems may exchange volume or particle number 
with surrounding environment in order to reach 
equilibrium (constant 𝑃𝑃, 𝝁𝝁)

NVE is the natural ensemble for molecular dynamics, 
however; so what are we to do?
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ENSEMBLES
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ENSEMBLES
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Assumptions: The “universe” is fixed volume (sorry cosmologists!) and total
energy (sum of system and universe) is constant.



PROBABILITY

 Suppose we have a known state with 
energy 𝑁𝑁𝐴𝐴 in system A, and energy 𝑁𝑁tot
overall.

 Setting the state of A forces the 
surroundings to adopt a known energy, 
which can occur in multiple ways.

 Denote 𝑊𝑊𝑖𝑖(𝑁𝑁) to be the “density of 
states in system 𝑖𝑖; the number of ways 
the energy can be partitioned. Each of 
these states is equally likely when the 
total energy is fixed.
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PROBABILITY
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 What is the probability of system A 
having energy 𝑁𝑁𝑖𝑖?

“Boltzmann 
distribution”
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and defines the “partition function” 𝑍𝑍.

Probability of finding the system in microstate i is

Average of any property A is

In particular energy…

Intro to MD
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Re-write this last expression

Classical thermo…

Helmholtz energy related 
to log of partition function
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This is a general formula for any ensemble; free energy is 
related to the logarithm of an ensemble partition function.



CAN Z BE COMPUTED?
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Given a partition function, all thermodynamics of the 
ensemble are specified. Can we directly compute partition 
function?

Assume a 2-state system (“up” or “down”). Number of 
configurations for N “particles”?

2N

So for N=100, must make 2100 evaluations ~ 1 X 1030. 
This is impossible! Thus, we resort to averaging in 
classical MD and MC. 
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FUNDAMENTALS OF MD

Consider a particle within a one dimensional Gaussian well 
at constant temperature. The potential energy is

𝑈𝑈 𝑥𝑥 = 𝑈𝑈0𝑒𝑒
− 𝑥𝑥2
2𝜎𝜎2

on the domain 𝑥𝑥 ∈ −1,1 with 𝑈𝑈0 = −2 and 𝜎𝜎 = 0.2:

– How do I compute 〈𝑥𝑥〉?
– What is 𝑣𝑣 ?
– What should 𝑃𝑃(𝑥𝑥) look like?
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DEMONSTRATION OF ERGODICITY
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PAIR INTERACTIONS

 Most of the interactions we think of normally are pair interactions; these are 
easiest to consider in thinking about extra-molecular systems (interior to the 
molecule, other forces contribute).

21Intro to MD



MOLECULES
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http://cbio.bmt.tue.nl/pumma/index.php/Theory/Potentials



BACK TO THE EQUATIONS OF MOTION

What are the minimal requirements for an integrator?
To faithfully integrate Newton’s equations, we must have an 

integrator which is time reversible and conserves energy. 
NVE Molecular dynamics should run in forward or reverse.

http://lammps.sandia.gov
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INTEGRATION

Start with a Taylor approximation of the positions and 
velocities

𝑥𝑥 𝑡𝑡 + 𝛿𝛿𝑡𝑡 = 𝑥𝑥 𝑡𝑡 + 𝑣𝑣 𝑡𝑡 𝛿𝛿𝑡𝑡 +
1
2
𝑎𝑎 𝑡𝑡 𝛿𝛿𝑡𝑡2 +

1
6
𝑗𝑗 𝑡𝑡 𝛿𝛿𝑡𝑡3 + ⋯

𝑣𝑣 𝑡𝑡 + 𝛿𝛿𝑡𝑡 = 𝑣𝑣 𝑡𝑡 + 𝑎𝑎 𝑡𝑡 𝛿𝛿𝑡𝑡 +
1
2
𝑗𝑗 𝑡𝑡 𝛿𝛿𝑡𝑡2 + ⋯

Simplest method is to truncate each series at the first order. 
This is Euler’s method. 

𝑥𝑥 𝑡𝑡 + 𝛿𝛿𝑡𝑡 = 𝑥𝑥 𝑡𝑡 + 𝑣𝑣 𝑡𝑡 𝛿𝛿𝑡𝑡
𝑣𝑣 𝑡𝑡 + 𝛿𝛿𝑡𝑡 = 𝑣𝑣 𝑡𝑡 + 𝑎𝑎 𝑡𝑡 𝛿𝛿𝑡𝑡

24Intro to MD



PERFORMANCE: EULER INTEGRATOR

The harmonic oscillator is exactly solvable. Given an initial 
condition 𝑥𝑥 0 , 𝑣𝑣 0 the solutions should be sine waves. For 
𝑚𝑚 = 𝑘𝑘 = 1, starting from rest:

𝑥𝑥 𝑡𝑡 = 𝑥𝑥 0 cos 𝑡𝑡
𝑣𝑣 𝑡𝑡 = 𝑥𝑥 0 sin(𝑡𝑡)

The trajectory of 𝑣𝑣(𝑡𝑡) and 𝑥𝑥(𝑡𝑡) should trace a circle.
Since cos2 𝑡𝑡 + sin2 𝑡𝑡 = 1 the energy 

𝑁𝑁 =
1
2
𝑣𝑣2 +

1
2
𝑥𝑥2

is conserved.
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PERFORMANCE: EULER INTEGRATOR
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PERFORMANCE: EULER INTEGRATOR

Intro to MD 27



PERFORMANCE: EULER INTEGRATOR
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INTEGRATION II

One can improve on this by utilizing the Verlet integrator. 
Begin by writing the Euler propagation in forward and 
reverse directions

𝑟𝑟 𝑡𝑡 + 𝛿𝛿𝑡𝑡 = 𝑟𝑟 𝑡𝑡 + 𝑣𝑣 𝑡𝑡 𝛿𝛿𝑡𝑡 +
1
2
𝑎𝑎 𝑡𝑡 𝛿𝛿𝑡𝑡2 +

1
6
𝑗𝑗 𝑡𝑡 𝛿𝛿𝑡𝑡3 + ⋯

𝑟𝑟 𝑡𝑡 − 𝛿𝛿𝑡𝑡 = 𝑟𝑟 𝑡𝑡 − 𝑣𝑣 𝑡𝑡 𝛿𝛿𝑡𝑡 +
1
2
𝑎𝑎 𝑡𝑡 𝛿𝛿𝑡𝑡2 −

1
6
𝑗𝑗 𝑡𝑡 𝛿𝛿𝑡𝑡3 + ⋯

Note that summing these together eliminates terms of 𝛿𝛿𝑡𝑡3
from the expression. Errors in the integration of positions. 
Since we know acceleration explicitly from the force field, 
will be order 𝛿𝛿𝑡𝑡4.

𝑟𝑟 𝑡𝑡 + 𝛿𝛿𝑡𝑡 − 𝑟𝑟 𝑡𝑡 − 𝛿𝛿𝑡𝑡 = 2𝑟𝑟 𝑡𝑡 + 𝑎𝑎 𝑡𝑡 𝛿𝛿𝑡𝑡2
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PERFORMANCE: VERLET INTEGRATOR
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PERFORMANCE: VERLET INTEGRATOR
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PERFORMANCE: VERLET INTEGRATOR
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VARIATIONS

A more common form of the Verlet algorithm utilizes a “half-
step” velocity. This is the integrator used in LAMMPS.

�⃗�𝑥 𝑡𝑡 + 𝛿𝛿𝑡𝑡 = �⃗�𝑥 𝑡𝑡 + �⃗�𝑣 𝑡𝑡 𝛿𝛿𝑡𝑡 +
1
2
�⃗�𝑎 𝑡𝑡 𝛿𝛿𝑡𝑡2

�⃗�𝑣 𝑡𝑡 +
𝛿𝛿𝑡𝑡
2

= �⃗�𝑣 𝑡𝑡 +
1
2
�⃗�𝑎 𝑡𝑡 𝛿𝛿𝑡𝑡

�⃗�𝑎 𝑡𝑡 + 𝛿𝛿𝑡𝑡 = 𝑓𝑓 𝑡𝑡 + 𝛿𝛿𝑡𝑡 = −𝛻𝛻𝑈𝑈 �⃗�𝑥 𝑡𝑡 + 𝛿𝛿𝑡𝑡

�⃗�𝑣 𝑡𝑡 + 𝛿𝛿𝑡𝑡 = �⃗�𝑣 𝑡𝑡 +
𝛿𝛿𝑡𝑡
2

+
1
2
�⃗�𝑎(𝑡𝑡 + 𝛿𝛿𝑡𝑡)
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CASE STUDY:
CHOOSING A 
TIMESTEP
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Lennard-Jones Melt
Units are standard:

Energy: 𝜖𝜖
Length: 𝜎𝜎
Mass: 𝑚𝑚
Time: 𝜎𝜎 𝑚𝑚/ 𝜖𝜖



TEMPERATURE
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TOTAL ENERGY
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THERMOSTAT ALGORITHMS

 Simplest thermostat is rescaling, but this does not correspond to proper 
𝑁𝑁𝑁𝑁𝑁𝑁 ensemble fluctuations.

 Berendsen:

 Langevin/Stochastic:

 Nose-Hoover
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P. Huenenberger, Adv. Polym. Sci 173 (2005).



COMPARISON OF THERMOSTATTING ALGORITHMS

P. Huenenberger, Adv. Polym. Sci 173 (2005).
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COMPARISON (INCLUDING NAÏVE TEMPERATURE 
SCALING)

Intro to MD 39



SUM
Molecular Dynamics is a powerful tool for obtaining 

information about molecular model systems.
All-atom systems access tens of nanometers in length and 

hundreds of nanoseconds in time; this can be accelerated 
through coarse-graining methods. The use of advanced 
sampling algorithms can also make the most of the limited 
time (we’ll see how shortly).
The MD simulation protocol requires you to

– Choose a model to simulate
– Build a system
– Choose an ensemble
– Choose an integrator [or, have one chosen for you]
– Measure averages for the trajectory

 Next Up: Accessing larger length scales, time scales, and free energy 
computation!
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